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Highlights 

� A hybrid parallel code, Hybrid-1D-2D, or H12, is developed for coupled 1D-2D urban 

flood modelling.  

� H12 enables street-resolving simulation based on LiDAR-based topography.  

� Variable grid sizing is used for efficient and accurate simulation in areas of interest. 

� Advantages of hybrid parallelization over OpenMP or MPI alone are analyzed.
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Abstract 

 

Coupled 1D-2D modelling is a widely used approach to predict water movement in 

complicated surface and subsurface drainage systems in urban or peri-urban areas. In this 

study, a hybrid parallel code, H12, is developed for 1D-2D coupled urban flood modelling. 

Hybrid-1D-2D, or H12, enables street-resolving hyper-resolution simulation over a large area 

by combining Open Multi-Processing (OpenMP) and Message Passing Interface (MPI) 

parallelization. Variable grid sizing is adopted for detailed geometric representation of urban 

surfaces as well as efficient computation. To assess the capability of H12, simulation 

experiments were carried for the Johnson Creek Catchment (~40 km2) in Arlington, Texas. 

The LiDAR-derived detailed land surface at 1-m resolution is used to represent the terrain 

and urban features in flood modelling. Hybrid parallelization achieves up to a 79-fold 

reduction in simulation time compared to the serial run and is more efficient than either 

OpenMP or MPI alone especially in hyper-resolution simulations.  

 

Keywords: Coupled 1D-2D modelling; Hybrid parallelization; Hyper-resolution; LiDAR
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1. Introduction 

Floods is one of the most destructive natural hazards (Michel-Kerjan and Kunreuther, 2011). 

With urbanization and climate change, the frequency and magnitude of floods are changing in 

many parts of the world (Hirabayashi et al., 2013; Karen R. Ryberg et al., 2014; Mallakpour 

and Villarini, 2015). In particular, urban flooding is becoming increasingly costly and 

difficult to manage due to a greater concentration of population and assets in urban centers. 

Urban flooding is a phenomenon affected by various factors such as rainfall, topography, and 

hydrologic and hydraulic processes on land surface and in subsurface. Dual drainage, i.e., the 

concurrent water flow not only in sewer pipes but also on land surface at the same location, is 

a unique and important aspect of urban hydrology and has been studied by many researchers 

(Bazin et al., 2014; Djordjević et al., 1999, 2014; Fraga et al., 2015; Leandro et al., 2009; Lee 

et al., 2015; Teng et al., 2017). Among the numerous modelling approaches, coupled 1D-2D 

modelling is one of the most widely used to simulate dual drainage through one-dimensional 

sewer flow, two-dimensional surface flow and the exchange between the 1D and 2D domains 

in which the above flows occur (Adeogun et al., 2015; Chen et al., 2015; Djordjević et al., 

2014; Fraga et al., 2015; Leandro et al., 2009; Noh et al., 2016a). 

Since surface flow is strongly influenced by topography, availability of accurate digital 

elevation models (DEM) at appropriate resolutions is central to accurately simulating 

flooding (Abily et al., 2016; Bierkens et al., 2015; Bates et al., 2003; Leitão et al., 2009). 

Mark et al. (2004) also pointed out that the use of high-resolution geomorphological data is 

critical to accounting for the effects of man-made structures such as buildings, roads and 

curbs on the urban surface. Recently, remote sensing technology has revolutionized high-

resolution water modelling (Fewtrell et al., 2008; Liu et al., 2015). In particular, light 

detection and ranging (LiDAR) systems have been widely used for flood inundation 

modelling which can capture floodplain topography at 1-m or finer resolution with high 

horizontal and vertical accuracy (Gallegos et al., 2009; Marks and Bates, 2000; Mason et al., 

2007, 2014; Neal et al., 2009a; Ozdemir et al., 2013; Schubert et al., 2008).  However, as 

discussed by Dottori et al. (2013), overconfidence can be placed in such high-resolution data 

when in reality accuracy is not necessarily improved by higher resolution due to uncertainty 

sources. In addition, since the laser beam measures the distance to the first object on its path, 

the DEMs from LiDAR may be different from the actual surface boundary for water 

movement. For instance, if vegetation canopy and man-made structures such as bridge or 
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elevated roads are not properly treated in the raw LiDAR data, the resulting flood simulation 

is not likely to be realistic. Although there remain various issues on the tradeoff among model 

resolution, model complexity, data and parameter uncertainty, and computational feasibility 

(Abily et al., 2016; Bates et al., 2003; Fewtrell et al., 2008; Mignot et al., 2006; Neal et al., 

2012), hyper- or high-resolution data sets are radically changing computer models and their 

use, increasing their complexity and range of applications (Beven, 2007; Dottori et al., 2013). 

Although there is no formal distinction between hyper- and high-resolutions, we use the term 

“hyper-resolution” for grid sizes of 1-m or finer and “high-resolution” for grid sizes which 

are coarser than 1 m. In addition, within the manuscript, we use the terms “fine” and “coarse” 

to differentiate grid sizes in relative terms within high- and hyper-resolutions. 

Hyper- or high-resolution 2D inundation modelling is, however, computationally 

expensive for many real world applications (Neal et al., 2010). For example, 1-m resolution 

modelling of a 40 km2 area (40×106 grids) requires more computational grids than 500-m 

resolution modelling of the contiguous United States (CONUS) (32×106 grids). In addition to 

the dimensionality of the computational grid, a small time step of 0.05 s or less is required for 

convergence (e.g., Courant-Friedrichs-Lewy (CFL) condition) for dynamic or diffusive wave 

modelling which renders hyper-resolution modelling more challenging for practical 

implementation. As such, some form of parallelization is necessary for hyper-resolution flood 

modelling. Parallel computing methods include Message Passing Interface (MPI) in a 

distributed memory system(Gropp et al., 1996), Open Multi-Processing (OpenMP) in a 

shared memory (Chapman et al., 2007) and co-processor parallelism which utilizes graphics 

processing units (GPU) (Ament et al., 2011) or many-core processors such as Intel Xeon Phi 

(Intel, 2017). 

There have been significant advances in parallel 2D inundation modelling (Gallegos et 

al., 2009; Neal et al., 2010, 2009b; Sampson et al., 2015; Sanders et al., 2010; Shen et al., 

2015). Sanders et al. (2010) developed a parallel Godunov-type shallow water code, 

ParBrezo, using MPI and evaluated it for urban dam break flood and storm surge inundation 

cases. Neal et al. (2010) compared three parallelization methods based on OpenMP, MPI and 

accelerator cards, and found that MPI is slightly more efficient than OpenMP and shows high 

scalability with a large number of cores. Leandro et al. (2014a) developed a 2D parallel 

diffusive wave model for flood plain inundation with the Matlab parallel computing toolbox 

and Fortran OpenMP. Sampson et al. (2015) used OpenMP parallelized LISFLOOD-FP and 

reach decomposition to simulate inundation over the entire globe at 90-m resolution.  



6 

 

Each parallelization method has positives and negatives. Though straightforward to 

implement, OpenMP is limited in scalability by the size of the shared memory system. MPI is 

scalable for high-dimensional problems but at the expense of reduced computational 

efficiency due to increasing communications among the CPUs. Despite large potential, co-

processor parallelism is highly device-dependent and improves performance only for specific 

types of calculations. In recent years, a number of studies have demonstrated that hybrid 

parallelization that combines the above may be an effective solution for drastically reducing 

computational time for high-dimensional problems in various research areas (Borges et al., 

2014; Gorobets et al., 2013; Ibanez et al., 2016; Mininni et al., 2011; Satarić et al., 2016; Wan 

and Lin, 2013). However, to the best of the authors’ knowledge, there has been no 

investigation into hybrid parallelization for 1D-2D flood modelling presumably due to the 

convoluted nature of dual drainage which requires extensive coupling.  

In this study, a hybrid parallel code, Hybrid-1D-2D, or H12 for short, is developed for 

coupled 1D-2D urban flood modelling to enable street-resolving hyper-resolution simulation 

for a large area by combining OpenMP and MPI. The code developed uses variable grid 

sizing for detailed geometric representation of urban land surfaces and computational 

efficiency. In order to assess the capability of hyper-resolution 1D-2D modelling in a realistic 

setting, H12 is applied for the Johnson Creek Catchment (~40 km2) in Arlington, Texas. We 

used LiDAR-derived DEM with 1-m resolution for topography. The LiDAR-derived DEM is 

post-processed to remove vegetation canopy and to capture flow paths below urban objects 

such as elevated roads, overpasses and bridges. The value of hyper-resolution 1D-2D 

modelling is discussed in comparison with low-resolution modelling results. In addition, 

performance of hybrid parallelization over OpenMP and MPI is analyzed.  

The rest of this paper is organized as follows: Section 2 describes the study area and data 

used. Section 3 describes the coupled 1D-2D urban flood model and development of the 

parallel code, H12, including the variable sized scheme, profiling of the serial code and 

structure of the hybrid parallel code. Section 4 presents simulation results at two different 

resolutions, compares run-times and efficiency with different parallelization methods, and 

discusses challenges of hyper-resolution urban flood modelling and parallel computing. 

Section 6 summarizes the main findings. 

 

2. Study area and data used 

In this section, we describe hydrologic and hydraulic characteristics of the study domain and 
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the procedure of LiDAR data processing for hyper-resolution 1D-2D urban flood modelling. 

  

2.1 Study area 

The study domain is the Johnson Creek catchment (40.2 km2) located in Arlington, Texas 

(Fig. 1). The Johnson Creek (length: 21 km) originates near Interstate 20 in eastern Tarrant 

County, TX, and flows northeasterly to drain into the Trinity River in Grand Prairie in Dallas 

County. The major land cover types include residential area, road, parking lot and lawn. 

There are 7,017 sewer pipes connected with 3,615 inlets, 3,259 storm fittings, 549 manholes, 

286 culverts and 415 outfalls in the model domain. The total lengths of sewer pipes and 

culverts are 190.7 and 5.8 km, respectively. According to the previous study (Asquith and 

Roussel, 2004), 500-year return period rainfall for 1 and 2-hour durations is about 117 and 71 

mm/hr, respectively, which was used for code evaluation and benchmarking. 
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(a) Aerial map 

 

(b) Pipes/culverts (orange) and manholes/inlets (green) 

Fig. 1. Study area (the Johnson Creek catchment, Arlington, Texas). 
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2.2 Hyper-resolution LiDAR-derived land surface 

Hyper-resolution DEM was obtained from LiDAR point data. The LiDAR data used in this 

study was created in April 2009 with the Leica ALS-50 system. The system was flown at an 

average flying altitude of 1,400 m above ground with an average point spacing of 0.57 m. 

The resulting LiDAR data have a vertical accuracy of 0.07 m and a horizontal accuracy of 1 

m at 95% confidence level. Given the density of the raw data, 1 m was considered the finest 

resolution retrievable for the study area. Initially, a 1-m bare-earth DEM was created from the 

ground-return LiDAR points using a natural neighbor interpolation method (Sibson, 1981) 

with ArcGIS 10.4 (www.esri.com). Then, solid urban features such as houses and buildings 

which obstruct flow of storm water were added to the bare-earth DEM for numerical flood 

modelling. We obtained the building footprint GIS layer from the City of Arlington and 

identified positions of buildings and houses in the DEM by increasing the elevation of the 

pixels inside of the building foot-print polygons. Due to the fact that certain urban features 

such as elevated roads and bridges could not be removed correctly by using the provided 

LiDAR classification codes, we adjusted the DEM manually to remove the erroneous 

elevated roads and bridges over water bodies which unrealistically obstruct the flow of water 

in the ground surface model (Abdullah et al., 2012; Meesuk et al., 2015). The 1-m resolution 

DEM generated through the above processes is shown in Fig. 2.  

Mixed effects of natural and artificial urban components are found in the hyper-

resolution DEM. Within the 40.2 km2 area, the maximum difference of elevation within the 

DEM is about 70 m. Fig. 3 enlarges the DEM and land cover maps in the red circle in Fig. 2. 

It is also found that the hyper-resolution DEM represents variations of elevation at road and 

building scale. In this work, infiltration and evapotranspiration were not modeled. For runoff 

simulation, we used the city-provided GIS data to create the land cover type map. The six 

land cover types used in modelling include road, building, parking lot, vegetation, bare 

ground, and water body. Different runoff coefficients were assigned to different land cover 

types as shown in Table 1. Calibration of runoff coefficients was beyond the scope of this 

study. 
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Fig. 2 1-m resolution DEM retrieved from LiDAR. 
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(a)  

(b)  

Fig. 3 Enlarged views of hyper-resolution input data. (a) DEM, (b) Land cover.  
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Table 1. The land cover types and runoff coefficients. 

Land cover Road Building Parking lot Vegetation Bare ground Water body 

Runoff coeff. 0.9 0.9 0.9 0.5 0.6 1.0 
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3. Numerical model 

This section describes the coupled urban flood model used and development of the hybrid 

parallel code. The coupled 1D-2D urban flood model consists of a horizontal 2D inundation 

flow model (Kawaike et al., 2011), a 1D Preissmann slot model (Chaudhry, 1979) and an 

interaction model between the 1D and 2D domains. This model has been used in a number of 

previous studies to improve understanding of urban flooding (Lee et al., 2012; Lee, 2013; Lee 

et al., 2015; Noh et al., 2016a). Although the overall model structure is similar to other 

hydrodynamical models, one of the unique features of the proposed model is to incorporate 

physically-based representation of the exchange of flow not only between the land surface 

and sewer pipes but also between the sewer pipes and manholes (Noh et al., 2016a). In order 

to develop an efficient parallel code, the serial code is profiled in a hyper-resolution case in 

terms of computation run-times. Then, the hybrid parallel code which combines MPI and 

OpenMP, is described. 

 

3.1 Coupled 1D-2D urban flood model 

Two dimensional (2D) shallow water equations which consist of continuity (Eq. (1)) and 

momentum (Eqs. (2) and (3)) equations are used as governing equations for the 2D surface 

flow model as follows: 

_e ex s

h M N
r q

t x y
α∂ ∂ ∂+ + = ⋅ −

∂ ∂ ∂
                                     (1) 

2 2 2

4/3

( ) ( )M uM vM H gn M u v
gh

t x y x h

∂ ∂ ∂ ∂ ++ + = − −
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,          (2) 

2 2 2

4/3

( ) ( )N uN vN H gn N u v
gh

t x y y h

∂ ∂ ∂ ∂ ++ + = − −
∂ ∂ ∂ ∂

,          (3) 

where h is the water depth, H is the water level, u and v are the x- and y-directional velocities, 

respectively, M (= uh) and N (= vh) are the x- and y-directional flow fluxes, respectively, qex_s 

(=Qex/Asur) is the interacting discharge between the surface and the manhole (m/s), the 

interacting discharge, Qex, is calculated from the water depths in surface and manhole grids 

using weir and orifice equations (Noh et al., 2016a), Asur is the area of surface grid, g is the 

gravitational acceleration, re is the rainfall intensity, α  is the runoff coefficient for each 

land use, and n is Manning’s roughness coefficient. In this study, we used n = 0.012.  
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 The Preissmann slot model (Chaudhry, 1979) is used to simulate sewer pipe flow. 

This model assumes a hypothetically narrow slot on the pipe crown. The governing equations 

are as follows: 

man

A Q
q

t x

∂ ∂+ =
∂ ∂

,               (4) 

2
4/3

( )
,pH Q QQ uQ

gA gn
t x x R A

∂∂ ∂+ = − −
∂ ∂ ∂

       (5) 

where A is the wetted area of the cross section, Q is the flow discharge, u is the velocity, R is 

the hydraulic radius, and n is the roughness coefficient. Hp is the piezometric head (Hp = Zp + 

hp), Zp is the bottom elevation of the sewer pipe, qman (Qman/dxsw) is the flow discharge from 

the manhole to the sewer pipe per unit pipe length, Qman is interactive flow discharge from the 

manhole to the sewer pipe and hp is the water depth. The water depth in the sewer pipe can be 

calculated from wetted area of pipe based on hydraulic characteristic curve (Lee et al., 2016). 

It is also worth noting that, in H12, a sewer pipe longer than a threshold grid length (10 m in 

this simulation) is divided into multiple subsections for numerical simulation (e.g. a 150-m 

long sewer pipe is divided into 15 subsections each with a length of 10 m). The lateral 

inflow/outflow between manhole and sewer pipes, qman (m
2/s), in Eq. (4) occurs only at the 

subsections which are connected to a manhole and for other subsections in pipes, qman, is zero.   

The water depth in a manhole, hman, is updated based on the discharge interactions between 

the surface and the manhole, qex_m, as well as between the manhole and the sewer pipe (Qman). 

The governing equation is as follows: 

1
_

i

N

man
man i

ex m
man

Q
h

q
t A

=∂
= −

∂

∑
         (6) 

where qex_m(=Qex/Aman) is the interacting discharge between surface and manhole (m/s; 

positive value means water flow from surface to manhole and negative value means water 

flow from manhole to surface), Aman is the bottom area of manhole, hman is the water depth in 

the manhole, N is the number of sewer pipes which are connected to the manhole. 

The 2D surface flow model and 1D sewer network model are coupled by the interaction 

model to exchange flow under various hydraulic conditions. Modified orifice and weir 

equations are used to calculate flow between surface and manhole as well as between 

manhole and sewer pipe. In this study, flow exchange between the 2D surface and 1D sewer 

domains is assumed to occur at all inlet or manhole grids, while inlet is conceptualized as a 

type of manhole. The details of the interaction model can be found in (Noh et al., 2016a). 
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For mesh generation, we used variable grid sizing adopted and extended from the 

non-uniform but structured quadrilateral grid scheme (Liang, 2011). This technique is known 

to reduce computation time while maintaining accuracy where the topography is relatively 

steep and the flow pattern is complicated (Kesserwani and Liang, 2012). An example mesh 

from variable grid sizing is shown in Fig. 4. The figure assumes that a 4-way intersection is 

located in the middle of the hypothetical domain and that more detailed simulation is required 

along the road. With variable grid sizing, the grids along or in the vicinity of the road is 

selectively defined at hyper resolution while coarser resolution grids are used for other types 

of land cover. For numerical computation on coarse grids that abut fine grids, the values on 

the find grids are aggregated onto the coarse grids by averaging them, which results in a 

virtual ‘parent’ grid of the fine grids. For fine grids that abut coarse grids, the coarse grid is 

divided into multiple virtual ‘child’ grids that share the same value with the coarse grid. 

Although the original scheme allows multiple grid sizes that may vary in time according to 

computational conditions, only two grid sizes were used in this work for two different land 

uses (road: fine grid, other land covers: coarse grid) without temporal variation. A major 

benefit of the variable grid sizing scheme is reduced computation cost. As shown in Table 2, 

the number of the surface grids with the scheme using 1- and 8-m resolutions is 13,998,516 

and 284,768, respectively, which means 35% and 45% reduction compared to that of 

uniformly-sized grids. The reduced dimension contributes to a reduction not only in run time 

but also in memory.  
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Fig. 4 An example of variable grid sizing. 
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Table 2. The number of grids/elements with variable grid sizing in different resolutions. 

Resolution Surface domain 
Sewer domain 

Pipe Manhole Inlet 

1 m 13,998,516 

7,017 549 3,615 
2 m 3,667,558 

4 m 995,839 

8 m 284,768 
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Fig. 5 shows the flowchart of coupled 1D-2D modelling. The module RDAT reads 

input data for topography, land use, sewer pipes, and manholes. A time loop is then iterated at 

every time step (dt) until the simulation is complete. Modules that deal with gridded rainfall 

and artificial pumping at multiple locations are available but not explicitly described in the 

flowchart for simplicity. At each time loop, the momentum and continuity equations for the 

2D and 1D domains are solved alternately and then the exchange of flow between two 

domains is calculated by the module CONNECT-MH. In the right part of Fig. 5, the run time 

in sequential processing is profiled to develop a hybrid parallelization strategy. The relative 

run time, i.e., the run time of each module normalized by the total run time, was estimated in 

a serial 1 m-resolution run. The relative run time can vary according to different 

spatiotemporal forcings and configurations of the 1D-2D modelling domain. In Fig 5, the run 

time for input and output (I/O) operations was not included in order to examine the time 

requirement for each process-related module only. It was found that the solver for the 

momentum equations for the 2D domain (FLUX module) accounted for most run time 

(47.4 %), followed by the module that calculates values of each flux and water depth 

variables in Eqs. (1)-(3) for the next time step (MDVEL, 30.9%) and the module that solves 

the continuity equations for the 2D domain (SUISIN, 12.4%). Not surprisingly, the 

momentum and continuity equation solvers for 1D sewer flow (FLUX-SW, SUISIN-SW) 

accounted for less than 0.1 % of the run time. Due to the differences in the computational 

cost between surface and sewer domains, multiple approaches are required to parallelize the 

code and integrate two domains, which will be discussed in the next section. 
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Fig. 5. Flowchart of the coupled 1D-2D model and relative run-times per each module (1-m 

resolution). 
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3.2 Hybrid parallel code: Hybrid-1D-2D (H12) 

The hybrid parallel code, H12, was developed for the coupled 1D-2D urban flood model 

described above by combining the strengths of two parallelization methods of OpenMP and 

MPI. OpenMP is an application programming interface (API) that supports multi-platform 

shared memory multiprocessing. Since OpenMP is implemented through compiler directives 

that instruct segments of code to be run as parallel threads without major changes in serial 

code, it is one of the least labor-intensive parallelism methods (Neal et al., 2010). Despite the 

computational overhead to create and merge multiple threads in the beginning and end of 

each OpenMP statement, communication among threads is not necessary since system 

memory is shared. The scalability of OpenMP, however, is explicitly limited by the number 

of cores in the shared system. For instance, in this study the maximum number of cores 

available for OpenMP was sixteen because each node includes two 8-core processors. MPI is 

a standardized and portable message-passing specification to run a parallel program across 

distributed memory systems and therefore is scalable for large-scale parallel applications if 

there are appropriate computing resources available such as supercomputers. The hybrid 

approach developed in this work maximizes computational efficiency through leveraging 

shared memory-based parallelism (OpenMP) in each MPI task in the distributed memory 

system. 

Fig. 6 illustrates the workflow of H12. A hyper-resolution surface domain is 

decomposed into smaller multiple domains each of which is solved by an MPI task. The 

domain was partitioned unidirectionally to simplify the parallelization procedure. For 

balanced and efficient parallel computation, the same number of grids is assigned to each 

MPI task by dividing the total grids by the number of MPI tasks. The surface grids in the 2-D 

domain are re-ordered in a 1-D computation space according to the geometry of the model 

domain (e.g. from upper left to lower right), and the domain decomposition in the surface 

grids by MPI is also implemented in a 1-D space. Therefore, the irregular boundary of the 

catchment in the 2-D domain does not affect the efficiency of parallel computation by MPI. 

For each decomposed 2D domain, OpenMP directives were implemented for additional 

parallelization using multiple OpenMP threads in a shared memory system (i.e., a node in a 

PC or supercomputer). For forward calculation of shallow water equations in a decomposed 

domain, updated information (i.e., water depth) of connected grids which are being calculated 
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at other MPI tasks, is necessary. In other words, each decomposed domain has their own new 

boundary conditions as whole domain was divided into several segments. Ghost and effective 

grids overlap each other between two adjacent decomposed domains. Non-blocking 

communication was used to exchange state variables between ghost and effective grids. For 

structured uniform grid, a complete solution can be obtained by exchanging three columns in 

the new virtual boundaries between the two MPI tasks. For unstructured variable grid, 

however, it is necessary to exchange additional grids during the MPI communications. In this 

study, 3% of the grids are set to be exchanged based on sensitivity and integrity analyses. 

However, the number of exchanging grids may be further reduced through investigating the 

exact range of grids affected by virtual boundaries, and also vary with respect to catchment 

geometry. It is also worth noting that the gains from variable grid sizing far outweigh the 

additional cost of increasing the number of grids for communication with virtual boundaries 

in terms of runtime. In addition, since computational cost of the sewer domain is far less than 

that of the surface domain (see Fig. 5), OpenMP parallelization was implemented for the 

sewer domain without domain decomposition. One potential bottleneck in parallelization in 

coupled 1D-2D modelling is that the state variables for surface and sewer domains need 

synchronization at every time step. To reduce the computational overhead for coupling the 

two domains, communication among MPI tasks was minimized through synchronizing the 

states at the inlet/manhole grids only, which account for less than 0.001 % of the total surface 

grids at 1-m resolution.  

Fig. 7 shows a simplified example of hybrid parallelization applied to the momentum 

equation solver for the 2D domain (FLUX module). The red lines are associated with part of 

the MPI parallelization for each time step for a decomposed domain and communication 

between the ghost and effective grids. The blue lines are associated with part of the OpenMP 

directives for a loop for a decomposed domain. Except for the lines for parallelization, the 

other part of the code is the same as the serial code. It was verified that the simulation results 

by H12 are entirely consistent with those by the serial code in all simulation cases.   
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Fig. 6. The parallel workflow of H12 for coupled 1D-2D modelling.  
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Fig. 7. An example of hybrid parallelization in the subroutine FLUX of H12.  
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4. Results and discussion 

 

4.1 Analysis of hyper-resolution 1D-2D modelling 

In order to assess the realism of hyper-resolution 1D-2D modelling, simulations at two 

different resolutions were made with grid sizes of 1 and 8 m. Except for the grid size for the 

surface domain, the same conditions were applied for all other components such as the 

interaction model and the 1D sewer model. With variable grid sizing, the resolutions of the 

road grids were 1 and 8 m while those of all other land cover types were twice as large at 2 

and 16 m, respectively. The total number of grids in the surface domain at varying resolutions 

is summarized in Table 2. Each case was simulated for 2 hours with uniform rainfall of 71 

mm/hr which is equivalent to 500-year return period precipitation for 2-hour duration 

(Asquith and Roussel, 2004). 

Fig. 8 shows the spatial distribution of water depth at the end of the 2-hour simulation. 

Overall, the simulated water depth at the two resolutions shows a similar pattern at the 

catchment scale. At smaller scales, however, considerable differences exists. Compared to the 

1 m-resolution result (Fig. 8(a)), the simulated water depth at 8-m resolution shows more 

dispersion and numerous artificial puddles. Small shallow puddles may temporally form on 

the surface. Formation of deep puddles, which are frequently found in the 8-m resolution 

result (Fig. 8(b)), appears to be affected by the coarse resolution. Because the 8 m-resolution 

grid is obtained from averaging the 1 m-resolution grid (64 = 8 rows � 8 columns), the 

terrain depicted at the coarse resolution could be prone to distortion especially when the 

width of flow pass (e.g., road, street and stream) is smaller than the grid resolution. 

Differences in simulation results between the two resolutions are more clearly 

observed in Fig. 9 which shows enlarged views for the circled areas in Fig. 8. For larger 

contrast, results valid at different simulation times were selected for comparison in Fig. 9. Fig. 

9 (a) and (b) show the water depth at the southern part of the catchment at 90 min into 

simulation. In the 1-m resolution result (Fig. 9 (a)), deep water shown in dark blue is 

consistently found along streets and streams. In the 8-m resolution map (Fig. 9 (b)), it is 

found that the flow along small streams and streets is disconnected and the storm water is 

locally trapped in multiple locations. Comparison of water depth in the main stem of Johnson 

Creek is shown in Fig. 9 (c) and (d). The simulated water depth in the 1-m resolution is 



25 

 

deeper than that in the 8-m resolution which renders the higher-resolution simulation to 

convey more storm water along the creek. Accordingly, the inundation extent in the 1-m 

resolution is narrower than that in the 8-m resolution along the creek. Whereas ground 

validation is necessary to verify the above, it is readily seen from the visual examination that 

hyper-resolution modelling is able to depict storm water flow at small scales more 

realistically, and that coarse resolution modelling is likely to lose details of the terrain such as 

channel width and depth, and ground elevation and hence distort flow dynamics and patterns 

particularly in urban areas. The difference between 1-m and 8-m resolutions does not, 

however, directly indicate improvement in accuracy but illustrates potential benefits from 

high-resolution urban inundation modelling. As Teng et al. (2017) noted, there is no such 

thing as a “perfect model” and the selection of model complexity including resolution must 

be balanced against various factors such as computation demand and the requirements of the 

end user. A more rigorous analysis on the relation between model accuracy and grid 

resolution is left as a future endeavor. We also note here that the study area of the Johnson 

Creek Catchment is currently being developed into a hydroinformatics testbed (Noh et al., 

2016b; Seo et al., 2015) to support validation of H12 and other research activities. The study 

area is under the CASAWX network of X-band radars from which real-time products of high-

resolution quantitative precipitation estimates are also available (Chandrasekar et al., 2012). 
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(a) 1-m resolution (b) 8-m resolution 

Fig. 8. Simulated water depth using 1- and 8-m resolutions (120 min elapsed). 
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(a) 1-m resolution (90 min) (b) 8-m resolution (90 min) 

  

(c) 1-m resolution (120 min) (d) 8-m resolution (120 min) 

Fig. 9. Enlarged views of simulated water depth using 1- and 8-m resolutions. 
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4.2 Comparison of run time 

This subsection assesses the computational performance of the hybrid parallel code, H12. 

Model grids in the 1D and 2D domains are identical to those in Subsection 4.1 except that run 

time was evaluated for 1-hour simulation forced by the uniform rainfall of 117 mm/hr or 500-

year return period precipitation for 1-hour duration. All cases were run on the Stampede 

supercomputer at the Texas Advanced Computing Center (TACC, 

https://www.tacc.utexas.edu/). The majority of the 6400 nodes in Stampede at include two 

Intel Xeon E5 Sandy Bridge processors in each node and the nodes are interconnected by 

Mellanox FDR InfiniBand technology. These compute nodes are configured with 32GB of 

memory.   

Fig. 10 compares run times for 1-hour simulation at 1-m resolution using the serial code 

and the two parallelization methods of OpenMP and hybrid. The run time of 48.8 hrs of the 

serial code is shown in the red bar. OpenMP parallelization is shown in blue bars with run 

times ranging from 24.9 to 7.3 hrs as the number of OpenMP threads increases from 2 to 16. 

The gain from OpenMP parallelization became smaller as the number of threads increased. 

Specifically, when the number of OpenMP threads doubled from 8 to 16, the run time was 

reduced only by 18 % from 9.0 to 7.3 hrs presumably due to the configuration of the 

computing nodes as explained below. Since an Intel Xeon E5 processor includes eight CPU 

cores, additional overhead may be required to implement OpenMP with 16 threads in two 

processors in a single node. In hybrid parallelization shown in green bars, run times were 

assessed with varying MPI tasks and a fixed number of OpenMP threads (8 threads). As the 

number of MPI tasks increased from 8 to 16, 32, and 48, run times of the hybrid cases were 

reduced to 1.3, 0.79, 0.67, and 0.61 hours, respectively, which demonstrates the efficacy of 

hybrid parallelization in hyper-resolution 1D-2D urban flood modelling. 

Fig. 11 compares the impact of varying the number of OpenMP threads on run time in 

hybrid parallelization when the number of MPI tasks was fixed at 8. As expected, a reduction 

in run time was observed when the number of OpenMP threads increased from 2 to 8. 

Counterintuitively, however, the run-time increased by 26% as the number of OpenMP 

threads in the hybrid parallelization increased from 8 to 16. As with the reduced performance 

seen in OpenMP parallelization in Fig. 10, it appears that the hybrid parallelization remains 

efficient when the number of OpenMP threads does not exceed the total number of CPU 
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cores in a processor. A similar run-time pattern was also observed when the impact of the 

number of OpenMP threads was assessed with a large number of MPI tasks (not shown). 
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Fig. 10. Comparison of run-times (1-m resolution). Omp and Hybrid denote OpenMP and hybrid 

parallelization, respectively. ‘N’ and ‘n’ after Omp or Hybrid denote the number of MPI tasks and 

openMP threads used for computation. 

 

 

Fig. 11. Comparison of run-times with varying OpenMP threads in hybrid parallelization (1-m 

resolution). ‘N’ and ‘n’ denote the number of MPI tasks and openMP threads used for computation.  



31 

 

 

Performance of the parallel code was assessed through two metrics: speedup (Eq. 

(7)) and efficiency (Eq. (8)). ‘Speedup’ indicates increased computational speed achieved by 

parallelization over the serial run while ‘efficiency’ refers to the effectiveness of 

computational resources for speedup. A perfect efficiency equals 1. Efficiency is typically 

less than 1 due to the overhead associated with parallel computing such as communication 

and synchronization.     

  

  

Serial run time
Speedup

Parallel run time
=        (7) 

   

Speedup
Efficiency

Number of CPU cores
=       (8) 

Fig. 12(a) shows the speedup result by the three different parallelization methods of OpenMP 

(blue line), MPI (grey line) and hybrid (green line). Note that MPI parallelization was 

implemented by assigning one OpenMP thread per MPI task (i.e., 

OMP_NUM_THREADS=1) in the hybrid parallel code. The maximum speedup obtained by 

hybrid parallelization (green line) was 79.0 using 48 MPI tasks and 8 OpenMP threads (384 

cores in total). With hybrid parallelization (green line), speedup also increased from 37.2 to 

61.2 as the number of total cores doubled from 64 to 128 (from 8 to 16 MPI tasks with 8 

OpenMP threads). The rate of speedup in hybrid parallelization (green line) showed a 

declining pattern: as the number of total cores doubled from 192 to 384, the speedup 

increased 18 % from 67.2 to 79.0. Speedup of MPI parallelization (grey line) showed a 

maximum of 29.0 using 64 cores and a decrease in spite of increased cores from 128 to 256. 

The decrease in speedup in MPI parallelization with a larger number of cores may be 

understood in terms of computational granularity of the tasks, i.e., the amount of 

computational work assigned to each task. The larger the number of CPU cores is, the greater 

the potential for speedup is due to small granularity but at the expense of greater overhead for 

synchronization and communication among the MPI tasks. With the number of MPI tasks 

over 64, the amount of communication per MPI task (e.g., ghost grids in the surface domain) 

does not change but the total communication increases linearly, which negates the gain from 

computational granularity. In hybrid parallelization, on the other hand, speedup is improved 

by balancing MPI and OpenMP parallelization even with a large number of cores. From the 

perspective of the size of each MPI domain, granularity of hybrid parallelization is coarser 

than that of MPI parallelization. The overhead for OpenMP parallelization, however, does not 



32 

 

increase linearly with increasing MPI tasks because in hybrid parallelization communication 

by OpenMP occurs only within each MPI task. Speedup by OpenMP parallelization ranged 

from 1.9 to 6.8 as the number of OpenMP threads increased from 2 to 16.  

In Fig. 12(b), the parallelization methods were assessed in terms of efficiency. 

Overall, the most efficient method varied according to the number of cores used. When the 

number of cores was less than 4, efficiency of OpenMP parallelization (blue line) was higher 

than 0.9; between 8 and 16, MPI parallelization (grey line) outperformed OpenMP 

parallelization. When the number of cores was larger than 64, hybrid parallelization (green 

line) outperformed MPI parallelization (blue line). Speedup by OpenMP parallelization (blue 

line) increased but attenuated as the number of threads increased. Efficiency of MPI 

parallelization (grey line) deteriorated sharply as the number of cores exceeded 100. 

Efficiency of MPI parallelization with 128 and 256 tasks was 0.16 and 0.07, respectively. In 

hybrid parallelization (green line), on the other hand, efficiency still remained higher than 

0.45 until the number of total cores reached 128.    

 

 

Fig. 12. Speedup and efficiency of parallelization methods (1-m resolution). 
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In Fig. 10 to Fig. 12, the performance of parallelization methods was analyzed at 1-m 

resolution. A question may arise whether hybrid parallelization is computationally efficient 

only in hyper-resolution modelling. Fig. 13 compares performance of hybrid parallelization 

in coarser but still high-resolution cases where 4- and 8-m resolution simulations were made 

using different combinations of MPI tasks and OpenMP threads. Except for the grid size, the 

simulation conditions were identical to those used in the 1-m resolution cases of 1-hour 

simulation forced by rainfall amount of 117 mm. Even though the same number of CPU cores 

was used, hybrid parallelization showed a reduction in run time over MPI parallelization in 

both 4- and 8-m resolution cases. In addition, among hybrid runs, the run time was reduced as 

more OpenMP threads were assigned. Although the difference in run time between MPI and 

the best hybrid (N8n8) runs decreased for coarser resolution (8 m), the normalized reduction 

ratio of run time between the MPI and hybrid parallelization was similar as 51% and 57% for 

4 and 8 m resolutions, respectively. The above suggests that the hybrid parallelization 

developed in this work is applicable to real-world implementation of H12 at high-to-hyper 

resolutions. 
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Fig. 13. Comparison of run-times with different MPI and OpenMP cores in MPI and hybrid 

parallelization (4-m and 8-m resolutions). ‘N’ and ‘n’ denote the number of MPI tasks and openMP 

threads used for computation. Note that the total number of cores is the same as 64 in all cases. 
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4.3 Discussion 

In the era of hyper-resolution data, parallel computing plays central roles in the 

development of environmental modelling approaches including urban flood models. However, 

due to the rapid development of high performance computing (HPC) technologies, significant 

changes have been made in recent years including heterogeneous architectures, increasing 

core counts, greater vector widths and sophisticated memory hierarchies which may 

challenge the development of parallel code (McIntoshi-Smith, 2016). Especially, the use of 

hundreds of cores running at lower frequency, namely many-core, is an emerging trend in 

HPC. For instance, a considerable number of leadership class supercomputers rely on many-

core processors (e.g., Intel Xeon Phi) or co-processors such as GPU (www.top500.org). It is 

worth noting that hybrid parallelization is flexible to speed up a wide range of high 

dimensional hydrologic and hydraulic modelling in various HPC environments without a 

significant change of the existing code. The major challenge is to find optimal combinations 

of MPI tasks and OpenMP threads in different many-core systems. H12, which is based on 

hybrid parallelization, is designed to be implemented in both multi-core and many-core 

computing systems. We are currently pursuing improving H12 for heterogeneous parallel 

computing environments and the results will be reported in the near future.  

It is worth noting that additional performance improvements could be achieved by 

vectorization and in-line functions. The key idea of vectorization is to increase the number of 

computations by increasing the number of operations per cycle (i.e. applying the same 

operation to multiple items in parallel. Recently, some hardware supports registration of a 

512-bit width vector (e.g., AVX-512) which means an 8-fold reduction of the run-time in 

double precision computation if the code is perfectly vectorized (TACC, 2017). The use of 

compiler flags is one of the widely selected options to vectorize the code automatically. 

However, complicated loops and frequent usage of functions and subroutines in the code are 

major obstacles to automatic vectorization. The use of in-lined functions and manual 

simplification of the code may further improve performance by vectorization. 

 One of the key challenges for developing hyper-resolution modelling is collecting in-

situ reference data to validate the accuracy of the model. Traditional observations of street 

flooding from the existing flash flood survey systems are far too sparse to resolve the 

spatiotemporal variations that hyper-resolution models (such as H12) can represent. Toward 
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that end, non-traditional observational approaches such as crowdsourcing (Habibi et al., 

2017) and unmanned aerial vehicle sensing (Perks et al., 2016) as well as development of 

intensely instrumented testbeds are necessary. We note here that the study area of the Johnson 

Creek Catchment is currently being developed into a hydroinformatics testbed (Noh et al., 

2016b; Seo et al., 2015) to support validation of H12 and other research activities. The study 

area is under the CASAWX network of X-band radars from which real-time products of high-

resolution quantitative precipitation estimates are also available (Chandrasekar et al., 2012).  

 

5. Conclusions 

In this study, a hybrid parallelization code, H12, was developed for 1D-2D coupled urban 

flood modelling. The code combines the Open Multi-Processing (OpenMP) and Message 

Passing Interface (MPI) parallelization methods to enable street-resolving hyper-resolution 

simulation of movement of water over a large urban area. H12 uses variable grid sizing for 

detailed geometric representation of urban land surfaces and computational efficiency. To 

assess H12, the code developed was applied for the Johnson Creek Catchment (~40 km2) in 

Arlington, Texas. Model topography is based on 1-m LiDAR data. The major findings of this 

study are as follows: 

• Hyper-resolution modelling depicts storm water flow in urban areas realistically whereas 

coarser resolution modelling lead to locally isolated and distorted water depth distribution 

due to lack of topographic details. 

• Hybrid parallelization for H12 achieves a 79-fold reduction in computing time compared 

to the serial run of the same model at 1-m resolution for a 40 km2 catchment. 

• Variable grid sizing reduces the number of the surface grids by 35-45% compared to that 

by uniform grid sizing which greatly reduces computational cost while maintaining 

accuracy.  

• Speedup by hybrid parallelization consistently increases up to 384 cores in usage whereas 

that by MPI parallelization decreases as the number of cores exceeds 128. 

• Despite the linearly increase in speedup with a smaller number of cores, OpenMP 

parallelization is not effective in hyper-resolution modelling due to the limited number of 

cores in the shared-memory system. 

• Improved performance of hybrid parallelization over MPI-only parallelization also holds 

at coarser resolutions of 4- and 8-m grids. 
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